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Abstract. Temperature prediction represents a significant challenge in meteorology and precision agriculture due to the
highly fluctuating and non-linear characteristics of atmospheric data. This study aims to conduct a comparative analysis
of Machine Learning algorithms for daily air temperature estimation by evaluating the performance of Multiple Linear
Regression as a baseline model and Random Forest Regressor as the primary model. A comprehensive feature engineering
process was applied, particularly transforming wind direction variables into continuous vector components and extracting
temporal features into cyclical components to capture seasonal patterns. Based on evaluations using historical weather
datasets, the Random Forest model demonstrated superior performance over Multiple Linear Regression, achieving a
coefficient of determination (R?) of 0.990, a Mean Absolute Error (MAE) of 0.74°C, and a Root Mean Squared Error
(RMSE) of 0.95. These findings indicate that the combination of ensemble learning algorithms with appropriate cyclical
feature handling is more effective in capturing complex weather variable interactions compared to conventional linear
methods.
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Abstraksi. Prediksi temperatur cuaca merupakan tantangan signifikan dalam bidang meteorologi dan pertanian presisi
dikarenakan karakteristik data atmosfer yang sangat fluktuatif dan non-linear. Penelitian ini bertujuan untuk melakukan
analisis komparatif kinerja algoritma Machine Learning dalam mengestimasi suhu udara harian, dengan membandingkan
model Multiple Linear Regression sebagai baseline dan Random Forest Regressor sebagai model utama. Eksperimen
melibatkan penerapan teknik rekayasa fitur (feature engineering) yang komprehensif, khususnya transformasi variabel arah
angin menjadi komponen vektor kontinu serta ekstraksi fitur waktu menjadi komponen siklik untuk menangkap pola
musiman. Berdasarkan hasil evaluasi menggunakan dataset historis cuaca, model Random Forest menunjukkan performa
yang lebih superior dibandingkan Multiple Linear Regression, dengan capaian nilai Koefisien Determinasi ( R?) sebesar
0.990, Mean Absolute Error (MAE) sebesar 0.74°C, dan Root Mean Squared Error (RMSE) sebesar 0.95. Hasil analisis
membuktikan bahwa pendekatan ensemble learning dengan penanganan fitur siklik jauh lebih efektif dalam memetakan
kompleksitas interaksi variabel cuaca dibandingkan metode linear konvensional.

Kata Kunci: Prediksi Cuaca, Random Forest, Regresi Linear, Rekayasa Fitur, Fitur Siklik.
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PENDAHULUAN

Cuaca merupakan fenomena atmosfer yang dinamis dan kompleks yang memengaruhi berbagai aspek kehidupan
manusia, mulai dari sektor pertanian, transportasi, hingga perencanaan energi [1]. Perubahan parameter meteorologi
seperti suhu, kelembaban, dan tekanan udara terjadi secara fluktuatif dan sering kali dipengaruhi oleh interaksi non-
linear yang sulit diprediksi menggunakan metode konvensional. Ketidakpastian ini menuntut adanya sistem peramalan
yang tidak hanya akurat tetapi juga mampu beradaptasi dengan pola data yang rumit. Dalam beberapa tahun terakhir,
pendekatan berbasis data (data-driven) menggunakan algoritma Machine Learning telah menjadi solusi alternatif
[2][3] yang menjanjikan untuk mengatasi keterbatasan model numerik fisik yang sering kali membutuhkan komputasi
berat.

Permasalahan utama dalam prediksi suhu cuaca adalah bagaimana menangkap pola siklus harian dan musiman
serta hubungan antar variabel yang tidak selalu linear [4]. Metode statistik klasik seperti Regresi Linear sering kali
gagal memodelkan kompleksitas ini secara optimal karena asumsi linearitas yang kaku. Selain itu, data mentah
meteorologi, khususnya arah angin yang bersifat siklik dan data waktu yang berurutan, memerlukan perlakuan khusus
agar dapat diproses dengan benar oleh algoritma. Tanpa teknik pra-pemrosesan (preprocessing) dan rekayasa fitur
(feature engineering) yang tepat, model cerdas sekalipun dapat menghasilkan bias prediksi yang signifikan, terutama
pada kondisi cuaca ekstrem atau anomali.

Penelitian ini bertujuan untuk mengembangkan dan membandingkan kinerja model prediksi temperatur cuaca
menggunakan algoritma Multiple Linear Regression [1] dan Random Forest Regressor [5][6]. Fokus utama penelitian
terletak pada penerapan teknik rekayasa fitur, yaitu transformasi variabel arah angin menjadi komponen vektor
kontinu serta ekstraksi fitur waktu menjadi komponen siklik, guna meningkatkan kemampuan model dalam
memahami pola data. Algoritma Random Forest dipilih sebagai metode utama karena kemampuannya dalam
menangani non-linearitas dan ketahanannya terhadap overfitting melalui mekanisme ensemble learning. Melalui
pendekatan ini, diharapkan dapat dihasilkan model estimasi suhu yang memiliki akurasi tinggi dan tingkat kesalahan
yang rendah.

Kontribusi penelitian ini diharapkan dapat memberikan wawasan baru mengenai pentingnya tahapan rekayasa fitur
dalam meningkatkan performa model Machine Learning pada data meteorologi. Penggunaan Random Forest yang
dibandingkan dengan metode linear diharapkan dapat menjadi rujukan bagi pengembangan sistem implementasi
ramalan cuaca di masa mendatang. Selain itu, penelitian ini akan mengusulkan model yang memiliki potensi
implementasi praktis untuk mendukung pengambilan keputusan di bidang-bidang yang sensitif terhadap perubahan
suhu, menyediakan alat bantu prediksi yang efisien tanpa memerlukan infrastruktur superkomputer yang mahal.

TINJAUAN PUSTAKA

Perkembangan teknologi prediksi cuaca saat ini sedang mengalami pergeseran paradigma yang signifikan dari
model numerik murni (Numerical Weather Prediction atanu NWP) menuju integrasi kecerdasan buatan (Artificial
Intelligence). Studi literatur menunjukkan bahwa meskipun model NWP berbasis fisika telah menjadi standar emas,
model-model ini masih memiliki keterbatasan komputasi dan kerentanan terhadap bias parameter fisik tertentu.
Sebagai contoh, survei teknis terbaru menyoroti potensi besar Al dan Deep Learning dalam melengkapi atau bahkan
menggantikan komponen tertentu dari NWP untuk meningkatkan efisiensi dan akurasi prediksi cuaca dan iklim [7].
Salah satu kelemahan kritis NWP konvensional adalah pengabaian interaksi aerosol-radiasi yang kompleks, yang
terbukti menjadi faktor utama penyebab bias pada prakiraan suhu udara global; integrasi data aerosol ke dalam model
terbukti dapat mereduksi kesalahan prediksi tersebut secara signifikan [8].

Dalam konteks pertanian presisi, kebutuhan akan data cuaca dengan resolusi spasial yang sangat tinggi menjadi
semakin mendesak, terutama untuk lahan dengan topografi kompleks yang tidak dapat ditangkap oleh model skala
grid standar. Penelitian terkini telah berhasil mengembangkan metode downscaling untuk menghasilkan data suhu
udara permukaan (Surface Air Temperature) dengan resolusi 50 meter, yang mengoreksi output model cuaca numerik
menggunakan teknik machine learning dan skala pendinginan radiatif untuk manajemen pertanian yang lebih presisi
[9]. Sejalan dengan hal tersebut, pendekatan berbasis Time-Series Mixer juga mulai diterapkan untuk mendeteksi
kejadian cuaca berbahaya di tingkat lokal, memungkinkan mitigasi risiko yang lebih baik bagi sektor pertanian melalui
prediksi parameter lingkungan yang spesifik dan terlokalisasi [10].
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Selain prediksi parameter dasar, pemanfaatan data cuaca historis dan prediksi juga telah berkembang menjadi alat
bantu pengambilan keputusan agronomis yang canggih, seperti pemodelan fenologi tanaman. Pengembangan paket
perangkat lunak berbasis R seperti DyMEP (Dynamic Multi-Environmental Phenology) memungkinkan peneliti untuk
memprediksi tahapan fenologi pada berbagai jenis tanaman (seperti gandum dan jelai) dengan memanfaatkan variabel
lingkungan sebagai kovariat utama [11]. Pendekatan semacam ini menjembatani kesenjangan antara model
pertumbuhan tanaman yang terlalu kompleks dengan model derajat-hari (degree-day) yang terlalu sederhana,
memberikan fleksibilitas yang dibutuhkan untuk adaptasi terhadap variabilitas iklim regional.

Di sektor energi dan lingkungan binaan (built environment), akurasi prediksi cuaca memainkan peran vital dalam
estimasi beban energi dan potensi pembangkitan energi terbarukan. Untuk memprediksi konsumsi energi bangunan
sejak tahap desain, teknik clustering cuaca berbasis k-means telah digunakan untuk memilih hari-hari representatif,
yang kemudian diproses menggunakan model pengganti (surrogate model) berbasis machine learning guna
mempercepat simulasi tanpa mengorbankan akurasi [12]. Sementara itu, untuk pembangkitan listrik tenaga surya
(fotovoltaik), tantangan ketidakpastian iradiasi matahari diatasi dengan menggabungkan prediksi ansambel NWP
dengan rantai model fisik ansambel, yang menghasilkan prakiraan daya probabilistik yang lebih andal dibandingkan
metode deterministik tunggal [13].

Penelitian juga merambah pada estimasi parameter meteorologi yang lebih spesifik dan kompleks untuk aplikasi
khusus, seperti hidrologi dan transportasi. Dalam pemodelan evapotranspirasi, misalnya, pendekatan Maximum
Entropy Production (MEP) telah diterapkan untuk memprediksi kelembaban spesifik permukaan tanah (land-surface
specific humidity) dengan memanfaatkan suhu radiatif dan data cuaca ambien, mengatasi tantangan kelangkaan data
pengamatan langsung di lapangan [14]. Di sisi lain, untuk aplikasi kendaraan otonom dan keselamatan berkendara,
model prediksi intensitas presipitasi yang "dirasakan" (perceived precipitation intensity) telah dikembangkan dengan
memperhitungkan kecepatan kendaraan (pengamatan dinamis) dibandingkan pengamatan statis, yang divalidasi
melalui uji terowongan angin dan lapangan [15].

Terakhir, masa depan sistem prediksi cuaca operasional bergerak menuju pemanfaatan High-Performance
Computing (HPC) dan konsep Digital Twins. Inisiatif skala besar seperti "Destination Earth" yang dikembangkan
oleh ECMWF bertujuan menciptakan replika digital bumi yang sangat presisi untuk memantau dan memprediksi
fenomena alam serta aktivitas manusia dengan detail yang belum pernah ada sebelumnya [16]. Transformasi
infrastruktur ini menandai era baru di mana integrasi data besar, komputasi awan, dan algoritma cerdas bekerja secara
sinergis untuk menghasilkan sistem peringatan dini dan pemantauan iklim yang jauh lebih responsif dan akurat.

METODE PENELITIAN

Penelitian ini dilaksanakan melalui tahapan sistematis yang dilakukan untuk membangun model prediksi
temperatur cuaca. Pendekatan yang digunakan dalam penelitian ini adalah eksperimen kuantitatif berbasis data (data-
driven) dengan menerapkan algoritma Machine Learning. Secara garis besar, metodologi ini mencakup proses
pengumpulan data dari dataset historis, teknik pra-pemrosesan untuk meningkatkan kualitas data, implementasi
algoritma Linear Regression dan Random Forest, hingga evaluasi kinerja model menggunakan metrik statistik standar.
Uraian lengkap mengenai objek penelitian, alat yang digunakan, serta alur kerja sistem yang dijelaskan sebagai
berikut.

Objek dan Sumber Data

Objek utama dalam penelitian ini adalah data meteorologi historis yang merekam kondisi cuaca per jam dalam
rentang waktu tertentu. Sumber data diperoleh dari penyedia dataset publik Kaggle dengan nama berkas
weatherHistory.csv. Dataset ini dipilih sebagai objek penelitian karena memiliki cakupan parameter atmosfer yang
komprehensif serta volume data yang memadai untuk kebutuhan pelatihan model Machine Learning. Data tersebut
tersedia dalam format terstruktur Comma Separated Values (CSV), yang memungkinkan pengolahan data secara
efisien menggunakan pustaka manipulasi data seperti Pandas.

Secara spesifik, dataset ini terdiri dari satu variabel dependen (target variable) dan sejumlah variabel independen
(features). Variabel target yang akan diprediksi adalah Temperature (Suhu dalam satuan derajat Celcius). Adapun
variabel independen yang digunakan sebagai prediktor meliputi Humidity (Kelembaban), Wind Speed (Kecepatan
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Angin), Wind Bearing (Arah Angin), Visibility (Jarak Pandang), Pressure (Tekanan Udara), dan Precip Type (Jenis
Presipitasi). Selain atribut fisik tersebut, terdapat pula data deret waktu (Formatted Date) yang kemudian diekstraksi
menjadi fitur temporal (Tahun, Bulan, Hari, dan Jam) untuk membantu model menangkap pola musiman dan siklus
harian dari perubahan suhu.

Alur Penelitian

Penelitian ini dilaksanakan melalui serangkaian tahapan sistematis yang diawali dengan pra-pemrosesan data (data
preprocessing) dan rekayasa fitur (feature engineering). Data mentah yang telah dimuat terlebih dahulu dibersihkan
dari nilai yang hilang (missing values) untuk menjaga integritas model. Alur penelitian disajikan pada Gambar 1.
Tahapan krusial dalam alur ini adalah transformasi fitur, di mana data waktu diekstraksi menjadi atribut Year, Month,
Day, dan Hour, serta konversi fitur arah angin (Wind Bearing) menjadi komponen vektor kontinu (Windy;, dan
Wind,.,s) menggunakan fungsi trigonometri agar pola siklik angin dapat dipelajari oleh mesin. Setelah data
terstruktur, dilakukan pembagian dataset (data splitting) dengan rasio 80% untuk data latih dan 20% untuk data uji,

yang dilanjutkan dengan proses standarisasi fitur (feature scaling) menggunakan metode Standard Scaler z = x%‘u agar

seluruh variabel numerik memiliki rentang skala yang setara sebelum masuk ke tahap pelatihan.

PEMBAGIAN DATA

¥

(SPLITTING)
PENGUMPULAN DATA
Sumber: Dataset Weather History l
Format: .C8V
l PEMODELAN (TRAINING MODEL)
) Model B: RANDOM FOREST
PRA-PEMROSESAN DATA (PREPROCESSING) Madel A: MULTIPLE LINEAR REGRESSOR
Cleaning: Hapus data duplikat & Missing values _REGFESSlON Model Utama - Ensemble
Sebagai Baseline / Pemband ocetlama - Ens
Konversi Tipe Data: Mengubah 'Formatted Date' ke datetime ebagal Baseline / Fembanding Learmning
REKAYASA FITUR (FEATURE ENGINEERING) EVALUASI MODEL
Ekstraksi Waktu Transfarmasi Siklik Angin i
Memecah Tanggal menjadi: Mengubah 'Wind Bearing' (Derajat) menjadi vektor
Tahun, Bulan, Jam Fitur baru: 'Wind_Sin' & 'Wind_Cos' ANALISIS & KOMPARASI
HASIL

GAMBAR 1. Alur Penelitian

Tahap selanjutnya berfokus pada pembangunan dan evaluasi model prediktif. Data latih yang telah dinormalisasi
digunakan untuk melatih dua algoritma berbeda, yaitu Multiple Linear Regression dan Random Forest Regressor
(dengan parameter n_estimators=100), guna membandingkan kemampuan keduanya dalam menangkap pola linear
maupun non-linear. Kinerja model kemudian divalidasi menggunakan data uji, di mana hasil prediksi dibandingkan
dengan data aktual. Untuk mengukur efektivitas alur penelitian ini, tingkat akurasi model dihitung menggunakan
metrik Mean Absolute Error (MAE) untuk melihat rata-rata kesalahan mutlak dan Koefisien Determinasi (R?) untuk
melihat seberapa baik model menjelaskan variansi data, sesuai dengan Persamaan (1) dan (2) berikut:

n
MAE 1 Vv b
= ;Zl%’ =7l
=1
_ Xy — 5’\1)2 2)

2
SR O
Keterangan:
1. n:Jumlah sampel data.
2. y; : Nilai aktual suhu.
3. ¥, : Nilai prediksi suhu oleh model.
4. ¥y :Rata-rata nilai aktual suhu.
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Model dan Algoritma

Model pertama yang diterapkan dalam penelitian ini adalah Multiple Linear Regression, yang berfungsi sebagai
model dasar (baseline) untuk memetakan hubungan linear antara variabel fitur cuaca dengan suhu target. Algoritma
ini bekerja dengan mencari koefisien bobot optimal untuk setiap variabel independen guna meminimalkan kesalahan
prediksi. Secara matematis, model mengasumsikan bahwa variabel target (Y) merupakan hasil penjumlahan dari bias
(Bo) dan perkalian antara fitur input (X) dengan koefisien regresinya (f3,,). Persamaan umum model regresi linear
berganda yang digunakan ditunjukkan pada Persamaan (3):

Y =Bo+ B X1+ B2Xz + -+ BrXy + € 3)

dimana Y adalah suhu prediksi, X; ... X,, adalah fitur (seperti Humidity, Wind Speed), B adalah koefisien regresi yang
dipelajari model, dan € adalah error term.

Sebagai model utama untuk menangani kompleksitas data non-linear, penelitian ini menggunakan algoritma
Random Forest Regressor. Algoritma ini berbasis metode ensemble learning yang membangun ratusan pohon
keputusan (decision trees) secara paralel menggunakan teknik bagging (Bootstrap Aggregating). Setiap pohon dilatih
menggunakan subset data acak, dan prediksi akhir diperoleh melalui mekanisme agregasi rata-rata (mean) dari seluruh
output pohon individu. Pendekatan ini dirumuskan dalam Persamaan (3), di mana prediksi akhir ( ¥) adalah rata-rata
dari prediksi fungsi pohon ke- b (f}, (x)) dari total pohon B:

ik
Y=§bz_1fb(x)

dengan menggunakan parameter n_estimators=100, model menggabungkan prediksi dari 100 pohon keputusan untuk
mengurangi varians dan mencegah overfitting yang sering terjadi pada penggunaan pohon keputusan tunggal.

4)

HASIL DAN PEMBAHASAN

Bab ini menguraikan hasil analisis dan temuan empiris yang diperoleh dari penerapan algoritma Machine Learning
untuk memprediksi temperatur cuaca. Pemaparan hasil disusun secara sistematis mengikuti alur eksperimen yang telah
dirancang, dimulai dari tinjauan terhadap data hasil pra-pemrosesan (data preprocessing) untuk memastikan kualitas
input, hingga evaluasi kinerja model Random Forest Regressor dan Linear Regression. Analisis mendalam dilakukan
tidak hanya berdasarkan metrik statistik kuantitatif seperti Mean Absolute Error (MAE) dan koefisien determinasi
(R?), tetapi juga melalui interpretasi visualisasi grafik untuk memahami distribusi kesalahan (error) dan pola prediksi.
Bagian akhir bab ini akan membahas implikasi dari hasil yang diperoleh serta validasi model terhadap kondisi cuaca
yang bervariasi.

Hasil Pra-pemrosesan Data (Data Preprocessing)

Tahap awal pengolahan data difokuskan pada pembersihan dan transformasi fitur temporal untuk menangkap pola
musiman. Dataset awal yang memuat informasi cuaca per jam telah dibersihkan dari nilai yang hilang (missing values)
guna mencegah bias pada saat pelatihan model. Selanjutnya, rekayasa fitur (feature engineering) diterapkan pada
kolom waktu (Formatted Date). Informasi tanggal yang semula bertipe string berhasil diekstraksi menjadi fitur
numerik terpisah yang meliputi Year, Month, Day, Hour, dan DayOfWeek. Pemecahan fitur ini memungkinkan
algoritma membedakan pola suhu berdasarkan siklus harian (siang/malam) dan siklus tahunan (musim), yang
sebelumnya tidak dapat dibaca langsung dari format tanggal mentah.

Selain fitur waktu, transformasi matematis yang krusial dilakukan pada fitur arah angin (Wind Bearing). Karena
arah angin merupakan data siklik (derajat 360° setara dengan 0°), penggunaan nilai derajat mentah dapat
membingungkan model regresi. Oleh karena itu, fitur ini dikonversi menjadi dua komponen vektor ortogonal, yaitu
sinus dan kosinus, menggunakan Persamaan (5) dan (6).
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Tahapan rekayasa fitur (feature engineering) merupakan langkah penting yang digunakan untuk meningkatkan
representasi data input sebelum diproses oleh algoritma pembelajaran mesin. Proses ini difokuskan pada dua
transformasi utama, yaitu ekstraksi fitur waktu dan konversi variabel siklik. Pertama, kolom waktu (Formatted Date)
diekstraksi menjadi komponen numerik terpisah yang meliputi jam, hari, dan bulan guna memungkinkan model
menangkap pola fluktuasi suhu harian dan musiman secara lebih presisi. Kedua, variabel arah angin (Wind Bearing)
yang semula direpresentasikan dalam satuan derajat (0° — 360°) ditransformasi menjadi dua komponen vektor kontinu
menggunakan fungsi trigonometri, yaitu komponen Sinus (Windg;,) dan Kosinus (Wind,,s). Transformasi ini
dilakukan untuk mengatasi masalah diskontinuitas data, di mana nilai 0° dan 360° secara matematis dianggap
memiliki selisih yang besar, padahal secara geografis merepresentasikan arah yang sama (Utara). Dengan pendekatan
vektor ini, kontinuitas arah angin dapat terjaga, sehingga meminimalisir bias interpretasi oleh model.

Hasil akhir dari seluruh proses pra-pemrosesan ini, termasuk penyandian (encoding) tipe presipitasi menjadi biner
dan normalisasi skala, menghasilkan struktur data baru seperti yang ditampilkan pada Tabel 2.

T

Windg;, = sin (9 "180 5)
; - L 6)
Wind,,s = cos (9 180)

Dimana 0 adalah nilai derajat arah angin asli.

TABEL 2. Sampel Data Hasil Feature Engineering

Apparent Wind Pressure Precip  wind wind
No Temp Humidity Speed (mb) Type sin cos Year Month  Hour
(°0) (km/h)

0 7.39 0.89 14.12 1015.13 1 -0.95  -0.33 2006 3 22
1 7.23 0.86 14.26 1015.63 1 -0.98  -0.19 2006 3 23
2 9.38 0.89 3.93 1015.94 1 -0.41  -091 2006 4 0
3 5.94 0.83 14.1 1016.41 1 -0.99  -0.02 2006 4 1
4 6.98 0.83 11.04 1016.51 1 -0.98  -0.19 2006 4 2

Hasil Pengujian Model

Pengujian kinerja model dilakukan menggunakan data uji (festing sef) yang mencakup 20% dari total dataset, di
mana data ini belum pernah dilihat oleh model selama proses pelatihan. Evaluasi dilakukan secara kuantitatif
menggunakan empat metrik statistik utama untuk mengukur deviasi antara nilai prediksi dan nilai aktual. Berdasarkan
hasil pengujian yang dirangkum pada Tabel 3, model Random Forest Regressor menunjukkan performa yang sangat
presisi dengan nilai Koefisien Determinasi (R?) mencapai 0.990. Angka ini mengindikasikan bahwa model mampu
menjelaskan 99% variabilitas data suhu berdasarkan fitur-fitur yang diberikan. Tingkat kesalahan rata-rata yang
dihasilkan juga tergolong rendah, ditunjukkan oleh nilai Mean Absolute Error (MAE) sebesar 0.74°C, yang berarti
rata-rata penyimpangan prediksi model terhadap suhu asli kurang dari satu derajat Celcius.

Selain evaluasi metrik global, validasi juga dilakukan dengan meninjau sampel prediksi individu untuk
memastikan konsistensi model pada berbagai kondisi cuaca. Seperti terlihat pada perbandingan data sampel, model
mampu memprediksi suhu positif dengan akurasi tinggi (selisih di bawah 0.3°C pada beberapa titik data). Namun,
sedikit peningkatan error teramati pada kondisi suhu ekstrem negatif, meskipun masih dalam batas toleransi yang
wajar. Nilai Root Mean Squared Error (RMSE) sebesar 0.95 menegaskan bahwa tidak ada kesalahan besar (large
errors) yang signifikan secara statistik, sehingga model dapat dinyatakan reliabel untuk digunakan dalam memprediksi
temperatur cuaca harian.

TABEL 3. Rekapitulasi Hasil Evaluasi Kinerja Model

SintaMetrik Evaluasi Nilai Interpretasi
MAE (Mean Absolute Error) 0.74 Rata-rata kesalahan prediksi absolut sebesar 0.74°C.
MSE (Mean Squared Error) 0.91 Rata-rata kuadrat kesalahan relatif rendah.
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RMSE (Root Mean Squared Error) 0.95 Standar deviasi sisaan prediksi adalah 0.95°C.
R2 Score 0.99 Model memiliki tingkat kesesuaian (goodness of fit) yang
sangat tinggi.
MAE (Mean Absolute Error) 0.74 Rata-rata kesalahan prediksi absolut sebesar 0.74°C.
Pembahasan

Analisis mendalam terhadap hasil penelitian menunjukkan bahwa algoritma Random Forest Regressor memiliki
kemampuan superior dalam memodelkan dinamika temperatur cuaca dibandingkan pendekatan linear standar.
Tingginya nilai R? (0.990) mengonfirmasi bahwa hubungan antara variabel prediktor (seperti kelembaban, tekanan,
dan kecepatan angin) dengan variabel target (suhu) tidak sepenuhnya bersifat linear. Algoritma Random Forest, yang
bekerja dengan prinsip ensemble dari banyak pohon keputusan, berhasil menangkap interaksi non-linear yang
kompleks antar fitur tersebut. Sebagai contoh, dampak kelembaban terhadap suhu sering kali bergantung pada tekanan
udara pada saat itu; model ini mampu memetakan interaksi bersyarat tersebut melalui struktur percabangan pohon
(nodes splitting), sesuatu yang sulit dicapai oleh persamaan regresi linear sederhana (y = mx + ¢) tanpa
transformasi polinomial yang rumit.

Keberhasilan model ini juga sangat dipengaruhi oleh efektivitas tahapan rekayasa fitur (feature engineering),
khususnya pada transformasi variabel waktu dan arah angin. Pemecahan data waktu menjadi fitur siklik (Hour dan
Month) memberikan konteks temporal yang krusial bagi model. Secara meteorologis, suhu memiliki pola osilasi harian
(suhu memuncak pada siang hari) dan tahunan (musim dingin vs musim panas). Tanpa fitur Hour dan Month, model
akan kehilangan informasi mengenai siklus ini. Selain itu, transformasi arah angin menjadi komponen vektor
(Windg,danWind,,s) terbukti menghilangkan diskontinuitas numerik pada data derajat (0°vs360°), sehingga model
dapat memahami arah angin sebagai variabel kontinu yang berkorelasi dengan pergerakan massa udara dingin atau
panas.

Meskipun akurasi global sangat tinggi, analisis terhadap distribusi residual (selisih nilai aktual dan prediksi)
menunjukkan adanya sedikit penurunan performa pada rentang suhu ekstrem. Berdasarkan data sampel, kesalahan
prediksi terbesar (outlier) cenderung terjadi pada suhu negatif yang sangat rendah. Hal ini kemungkinan disebabkan
oleh fenomena cuaca lokal sesaat atau anomali atmosfer yang tidak sepenuhnya terwakili oleh fitur yang tersedia
dalam dataset. Namun, dengan nilai Root Mean Squared Error (RMSE) yang stabil di angka 0.95, penyimpangan ini
masih berada dalam batas toleransi statistik yang dapat diterima. Secara keseluruhan, model ini terbukti robust
(tangguh) dan mampu menggeneralisasi pola data baru dengan baik, asalkan tidak terjadi perubahan iklim drastis yang
mengubah karakteristik statistik data secara fundamental.

Visualisasi Hasil

Perbandingan Nilai Aktual vs Prediksi Analisis Residual (Distribusi Error)
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GAMBAR 2. Perbandingan Nilai Aktual vs Prediksi dan Analisis Redidual
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Visualisasi performa model dipresentasikan melalui grafik scatter plot yang membandingkan nilai temperatur
aktual terhadap nilai prediksi, sebagaimana ditunjukkan pada Gambar 2 (Kiri). Distribusi titik data terlihat memusat
secara padat dan linier di sepanjang garis diagonal ideal (garis 1:1), yang merepresentasikan kondisi prediksi
sempurna. Kedekatan titik-titik data terhadap garis referensi ini secara visual mengonfirmasi tingginya skor koefisien
determinasi (R? = 0.990), di mana model mampu mengestimasi fluktuasi suhu dengan presisi tinggi. Meskipun
terdapat sedikit penyebaran (variance) pada rentang suhu ekstrem, mayoritas data terprediksi dengan deviasi yang
sangat minim, membuktikan bahwa model memiliki konsistensi yang baik dalam memetakan input fitur cuaca ke
output suhu.

Validitas statistik model diperkuat oleh analisis residual plot pada Gambar 2 (Kanan), yang memetakan distribusi
kesalahan (Yaktuar — Ypreaiksi) terhadap nilai prediksi. Plot memperlihatkan pola penyebaran titik yang acak (random)
di sekitar garis horizontal nol, tanpa membentuk pola geometris tertentu seperti kurva atau corong. Kondisi ini
mengindikasikan bahwa asumsi homoskedastisitas terpenuhi, yang berarti varians error relatif konstan di seluruh
rentang prediksi dan model tidak memiliki bias sistematis terhadap data tertentu. Absennya pola terstruktur pada sisaan
ini menegaskan bahwa algoritma Random Forest telah berhasil mengekstrak seluruh informasi deterministik dari data,
dan kesalahan yang tersisa murni bersifat stokastik (acak).

KESIMPULAN

Berdasarkan hasil penelitian dan analisis komparatif yang telah dilakukan, disimpulkan bahwa penerapan
algoritma Random Forest Regressor memiliki kinerja yang jauh lebih superior dibandingkan model Multiple Linear
Regression dalam memprediksi temperatur cuaca. Model ini berhasil mencatatkan tingkat presisi yang sangat tinggi,
dibuktikan dengan nilai Koefisien Determinasi ($R"2$) mencapai 0.990 dan Mean Absolute Error (MAE) sebesar
0.74°C, yang mengindikasikan kemampuan model dalam menjelaskan 99% variabilitas data dengan rata-rata
penyimpangan prediksi di bawah satu derajat. Keberhasilan ini sangat ditentukan oleh efektivitas tahapan rekayasa
fitur (feature engineering), terutama transformasi vektor siklik pada variabel arah angin dan ekstraksi waktu, yang
memungkinkan algoritma menangkap pola interaksi non-linear yang kompleks antar parameter meteorologi secara
akurat.
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